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# IntRoduction

1. In this *Notice of Inquiry* (*NOI*), we seek to better understand the implications of emerging artificial intelligence (AI) technologies as part of our ongoing efforts to protect consumers from unwanted and illegal telephone calls and text messages under the Telephone Consumer Protection Act (TCPA).[[1]](#footnote-3) Complaints regarding unwanted and illegal robocalls and robotexts are consistently the top category of consumer complaints that we receive.[[2]](#footnote-4) As a result, it is critical that the Commission stay abreast of new technologies that may impact the privacy protections afforded to consumers under the TCPA.
2. In the spirit of our longstanding efforts to protect consumers from unwanted robocalls, this *NOI* represents an opportunity to gather information and prepare for changes in calling and texting practices that may result from new AI-influenced technologies.[[3]](#footnote-5) Specifically, we seek to understand how these technologies might affect the existing regulatory landscape that protects consumers from unwanted and illegal robocalls and robotexts. In this context, we seek information that could inform policies that anticipate how AI could help protect consumers against unwanted communications and how it could do the opposite. Our inquiry includes defining AI in this context, the current state of AI use in calling and texting, the impact of emerging AI technologies on consumer privacy rights under the TCPA, and, if appropriate, the Commission’s next steps to address these issues.

# background

1. The TCPA protects consumers from unwanted calls made using an artificial or prerecorded voice.[[4]](#footnote-6) The legislative history of the TCPA suggests that Congress considered calls containing artificial and prerecorded voices to be a greater nuisance and invasion of privacy than calls using “live” persons.[[5]](#footnote-7) As a result, the TCPA prohibits initiating “any telephone call to any residential telephone line using an artificial or prerecorded voice to deliver a message without the prior express consent of the called party” unless a statutory exception applies or the call is “exempted by rule or order by the Commission under [section 227(b)(2)(B)].”[[6]](#footnote-8) The TCPA also prohibits, without the prior express consent of the called party, any non-emergency call made using an automatic telephone dialing system or an artificial or prerecorded voice to certain specified categories of telephone numbers including emergency lines and wireless numbers.[[7]](#footnote-9) The Commission has confirmed that a text message is a “call” subject to the TCPA.[[8]](#footnote-10)
2. The TCPA also authorizes the Commission to “prescribe technical and procedural standards for systems that are used to transmit any artificial or prerecorded voice message via telephone.”[[9]](#footnote-11) In addition, the legislative history of the TCPA supports the understanding that Congress anticipated that the Commission would have the flexibility to apply the TCPA’s privacy protections from unwanted robocalls to future technologies as well as existing technologies.[[10]](#footnote-12) In recent years, the federal government has begun to address emerging AI technologies, including a recent Executive Order.[[11]](#footnote-13) These initiatives are designed to prepare for and manage the risks to society associated with these evolving technologies.[[12]](#footnote-14)

# DIscussion

1. As AI technologies that can generate content become increasingly prevalent, they have the potential to perform tasks that would ordinarily require human participation. These include interactive communications by voice calls and texts with consumers that can be beneficial. These technologies, however, can also pose new privacy and safety challenges. In this *NOI*, we explore the potential implications of emerging AI technologies on the privacy rights afforded to consumers under the TCPA.
2. Specifically, we seek comment on how AI technologies can be defined in the context of robocalls and robotexts, request information on how AI technologies may impact consumers including any potential benefits and risks that these emerging technologies may create, and ask what next steps we should take to ensure that the Commission can fulfill its statutory obligation under the TCPA to protect consumers from unwanted and often illegal robocalls and robotexts. We believe this inquiry is necessary to better understand and prepare for changes in calling and texting practices that may result from new AI-influenced technologies.

## Artificial Intelligence – Defined For TCPA Purposes

1. We seek comment on whether, and if so how, we should define “Artificial Intelligence” for purposes of our inquiry including the particular uses of AI technologies that are relevant to fulfilling the Commission’s statutory responsibilities under the TCPA. In general, AI technologies can include any program which emulates any aspect of human intelligence, such as a human voice. As a result, the term AI can encompass a wide range of technologies and functions that may extend beyond the scope of this proceeding.[[13]](#footnote-15) We seek to more precisely define that term as it would bear on the Commission’s responsibilities under the TCPA.
2. AI has a lengthy history that dates back for many decades.[[14]](#footnote-16) Various organizations have defined AI. More recently, for example, the National Defense Authorization Act of 2019 provides several definitions of AI including “[a]n artificial system designed to think or act like a human, including cognitive architectures and neural networks.”[[15]](#footnote-17) The National Artificial Intelligence Initiative Act of 2020 defines AI as “a machine-based system that can for a given set of human-defined objectives, make predictions, recommendations, or decisions.”[[16]](#footnote-18) The National Institute of Standards and Technology (NIST) defines AI as “the capability of a device to perform functions that are normally associated with human intelligence such as reasoning, learning, and self-improvement.”[[17]](#footnote-19) The European Union has defined AI technologies as “software that is developed with one or more of the techniques and approaches . . . for a given set of human-defined objectives, [and that] generate outputs such as content, predictions, recommendations, or decisions influencing the environments they interact with.”[[18]](#footnote-20) The Kansas Office of Information Technology Services recently defined “Generative artificial intelligence” as “advanced technologies such as predictive algorithms, machine learning, and large language models to process natural language and produce content in the form of text, images, or other types of media.”[[19]](#footnote-21) An executive order from the governor of Pennsylvania defines generative AI as “technology or tools that use predictive algorithms to create new content including audio, code, images, text, simulations, and videos.”[[20]](#footnote-22)
3. The Commission’s authority under the TCPA encompasses current uses of AI in robocalling and robotexting as we understand them, e.g., emulating human speech and interacting with consumers as though they were live human callers when generating voice and text messages. We seek comment on whether one or more of the above examples provides a basis to define AI technologies as used in the context of making robocalls and robotexts in a manner that is consistent with the TCPA’s consumer protections.
4. Are there any other definitions that we should consider for this purpose? Do specific AI technologies provide some insight as to how to define the term AI in the context of the TCPA? Voice cloning, for example, is a type of generative AI technology which attempts to emulate a human voice to generate speech using a recording of that voice.[[21]](#footnote-23) “Large Language Models” seek to interpret and generate speech with the same level of proficiency as a human.[[22]](#footnote-24) In particular, does the ability of AI technologies to emulate a human voice and interact with consumers through telephone calls and text messages as though they were a live person provide a basis to define these technologies under the TCPA?
5. As discussed further below, AI technologies may also enhance the analytics that allow consumers and networks to detect and block unwanted and fraudulent calls and text messages via AI generated algorithms and software. Should that factor into the definition of AI technologies in this context? AI technologies can provide important access to individuals with disabilities or speech limitations. Are there accessibility considerations that the Commission should be aware of in defining AI technologies in this context to avoid discouraging the development of such beneficial AI tools? Should any such definition take into consideration whether the AI technology is being used for some malicious purpose such as to defraud, cause harm or wrongly obtain anything of value?[[23]](#footnote-25)
6. As discussed above, the TCPA’s existing prohibition on “artificial” voice messages encompasses current AI technologies that generate human voices. We note, for example, that the Commission addressed “soundboard technology” which was described as allowing a live agent to interact with consumers via the use of prerecorded voice messages selected by the agent monitoring the call.[[24]](#footnote-26) In relevant part, the Soundboard petitioners argued that soundboard technology produces the functional equivalent of a conversation between the consumer and another human rather than the use of an artificial or prerecorded voice message. In rejecting that argument, the Commission noted that the “TCPA does not carve such functional equivalents out from its dictates” and determined that petitioners had not demonstrated that the technology at issue performed in the same manner as a live agent in interacting with consumers.[[25]](#footnote-27)
7. Nevertheless, would it be helpful to define AI technologies in a more specific way to take into consideration the potential ability of AI technologies to function as the equivalent to a live agent when interacting with consumers? Can and should generative AI technologies be defined in ways that differ from existing technologies such as Interactive Voice Response (IVR) systems that can use artificial or prerecorded voice messages to communicate with consumers without the presence of a live agent? In addition, the TCPA defines and regulates the use of “automatic telephone dialing systems.”[[26]](#footnote-28) Can AI technologies function in a way that qualifies as an autodialer under the TCPA’s definition? If so, should that factor into how we define any such technology? We seek comment on these and any other issues that will assist us in understanding whether and how it might be useful to define AI technologies in the context of the regulatory framework that governs robocalls and robotexts under the TCPA.

## Benefits and Risks of AI Technologies Used to Make Robocalls and Robotexts

1. We seek information on how AI technologies may impact consumers who receive robocalls and robotexts including any potential benefits and risks that these emerging technologies may create. In seeking comment, we recognize the need to understand how these technologies may alter the functioning of the existing regulatory framework so that we may formulate policies that benefit consumers by ensuring that they continue to receive the privacy protections afforded under the TCPA from unwanted and illegal robocalls and robotexts.
2. *Benefits*.We seek comment on how AI technologies may be used to protect consumers from unwanted and illegal robocalls and robotexts. Specifically, we seek comment on how AI technologies can be used to target information to specific groups of consumers, protect consumers from unwanted robocalls and robotexts, improve the agency’s ability to enforce the TCPA, and promote accessibility to individuals with disabilities. For example, are there ways that AI technologies can be used to tailor messages to individual recipients in ways that they will find more useful but that are consistent with the consumer protections afforded by the TCPA? Can AI technologies also benefit the calling party by enabling them to target demographics that are most interested in the subject matter of the communication? We note that some platforms already incorporate algorithms in their call blocking services by identifying patterns of robocalls across a network as well as analyzing the content of robocalls using natural language processing technology.[[27]](#footnote-29) By analyzing the content of such calls, AI technology may assist consumers in recognizing scam calls or other types of calls that they do not wish to receive, thereby allowing consumers to block such calls before they reach the consumer.[[28]](#footnote-30) Are there independent resources or means available to substantiate claims made by AI-based companies regarding any alleged benefits of specific AI technologies to ensure they function as described?
3. Does AI technology have the potential to improve the ability of consumers and networks to detect unwanted or fraudulent traffic and block any such communication before it reaches the consumer?[[29]](#footnote-31) Would this help to restore consumer confidence in the telephone network that has been eroded by the large number of unwanted and fraudulent calls and messages? Do AI technologies also have the potential to reduce burdens associated with TCPA compliance measures? If so, might this provide an opportunity to adopt enhanced measures to better protect consumers from unwanted calls and texts? To what extent are voice service providers and third-party analytics companies already making use of AI to accomplish this?[[30]](#footnote-32) To the extent that these blocking services analyze call content, are there any privacy concerns we should be aware of and, if so, how should we address those concerns? For example, we seek comment on how the use of AI technologies in this manner, whether by the provider itself or by a third party analytics company, could implicate statutory privacy regimes such as the Electronic Communications Privacy Act (ECPA),[[31]](#footnote-33) section 222 of the Communications Act,[[32]](#footnote-34) section 705 of the Communications Act,[[33]](#footnote-35) and section 631 of the Cable Communications Policy Act of 1984 (Cable Act),[[34]](#footnote-36) which limit the extent to which providers may disclose information about subscribers. Is AI technology also useful in improving content-neutral analytics?
4. In addition, does AI technology have the potential to assist callers in ensuring they are in compliance with the various regulatory requirements under the TCPA and delivering to consumers more complete and accurate information from callers? For example, is there a potential for emerging AI technology to improve the ability of callers to respond to inquiries from consumers, ensure that only parties who have provided consent to the called party are called, process do-not-call requests, keep track of any numerical limits on calls to specific telephone numbers, and avoid calling any emergency lines or wireless telephone numbers when prohibited under the TCPA? How might the Commission confirm and measure the provision of such benefits? In 1991, when Congress enacted the TCPA, it concluded that artificial and prerecorded voice messages constituted a greater nuisance to consumers than calls with live persons. We seek comment on whether AI technology can minimize the nuisances associated with the use of artificial or prerecorded voice messages by acting as the functional equivalent to calls with live agents. For example, AI technologies have the potential to interact with consumers allowing for such technologies to be responsive to questions and process requests to stop calling. To what extent are any such benefits offset by AI technology potentially allowing callers to place even higher volumes of unwanted robocalls and robotexts?
5. We seek comment on whether AI technologies may improve the ability of persons with disabilities to communicate with a called party. For example, might AI be useful in ensuring that persons with disabilities are better able to exercise their right to revoke consent to future calls and messages? Could AI work effectively with telecommunications relay services (TRS)? For example, could it do so by allowing a TRS Communications Assistant (CA) to pause the contents of an AI-generated automated call until the CA successfully connects with the intended TRS user?[[35]](#footnote-37) We further seek comment on how AI systems, either currently in use or in development, relate to accessibility tools that may generate or translate speech. These tools can provide important access to individuals with disabilities or speech limitations, and generally require direct human input. If so, are there ways to implement the TCPA’s consumer privacy protections in ways that do not deter the development of such beneficial uses of AI technologies? Are there other potential benefits to consumers that will ensure better compliance with the TCPA’s consumer protections? In addition, are there ways that the Commission can utilize AI technologies to improve our ability to monitor and enforce compliance with our TCPA-related rules? If so, how? Are there any current examples of how AI technologies are being used for these beneficial purposes? We seek comment on these and any other potential benefits of AI technology in the context of this inquiry.
6. *Risks*. We also seek comment on ways that AI is used or potentially could be used to make illegal, fraudulent, or otherwise unwanted robocalls and robotexts. For example, can bad actors use AI technologies to avoid detection by analytic systems designed to protect consumers by blocking certain types of calls? Is there a risk that AI technologies might be used in such a way as to inadvertently block legitimate calls and messages? If so, are there steps the Commission or industry could take to prevent this? Does AI technology reduce the potential costs to make or send high volumes of robocalls and robotexts by eliminating the need to hire and train any human agents? Would AI technology add to the costs of those industry stakeholders proactively attempting to detect and reduce high volumes of robocalls and robotexts in their networks? Should the Commission be concerned about these potential harms?
7. Is there a risk that AI technology can be used in ways to make the public more susceptible to fraudulent calls by appearing to be from someone the consumer knows or trusts, or otherwise tailored to convince the recipient that the call is from a legitimate source? Similarly, is there a risk that increased use of AI could make it easier for bad actors to place a higher volume of calls that appear to be from a real person, making call recipients more likely to trust the caller? For example, are bad actors cloning the voices of specific persons to persuade consumers of call legitimacy-and will bad actors do so with increasing frequency and impact as the quality of voice cloning increases and the cost decreases?[[36]](#footnote-38) What is the effect? As discussed below, should the Commission consider ways to verify the authenticity of legitimately generated AI voice or text content from trusted sources, such as through the use of watermarks, certificates, labels, signatures or other forms of labels? Is there a potential for AI technologies to be used in ways that defraud consumers, introduce harmful bias, disrupt elections, perpetuate the commission of crimes, or induce widespread panic such as by making false emergency robocalls mimicking the voices of public officials or other trusted sources in ways that violate the TCPA or other consumer protection statutes?[[37]](#footnote-39)
8. Are there current examples of how AI technologies are used in such disruptive ways that might inform our future policy decisions as we attempt to protect the public from such callers via our authority under the TCPA and Communications Act? Are there any examples of AI being used to generate content for robocalls and text messages and to make calls and send messages for the purpose discussed above? What are the risks of such calls? Is the use of this technology particularly pernicious such that we should treat AI-assisted robocalls and robotexts differently than traditional robocalls and robotexts? Are there any benefits of using AI technology in this way that we should seek to preserve or encourage?
9. As noted above, unwanted calls and text messages are already the top source of consumer complaints with the Commission. By some estimates, consumers are scammed by fraudulent robocalls that cost them billions of dollars each year.[[38]](#footnote-40) Does AI technology have the potential to make these unwanted and often fraudulent communications more effective by targeting specific demographics that are more susceptible to scams, such as the elderly? Similarly, does the use of AI technology have the potential to increase the risk of unwanted and fraudulent calls and texts to individuals for whom English is a second language? Is there evidence that the use of generative AI technology has already increased the number of unwanted calls and text messages?
10. Are there potential negative consequences for other consumer protection statutes enforced under the Commission’s rules such as the CAN-SPAM Act which protects consumers from unwanted mobile service electronic mail messages?[[39]](#footnote-41) Are there other potential negative consequences to consumers from AI technologies that will allow callers to evade the TCPA’s consumer protections? What is the estimated timeframe before AI technologies begin to have a substantial impact on the TCPA and other consumer protections?

## Future Steps to Address AI Technologies

1. We seek comment on what steps, if any, the Commission should consider to further this inquiry. As noted above, the TCPA specifically authorizes the Commission to make “technical and procedural standards for systems that are used to transmit any artificial or prerecorded voice message via telephone.”[[40]](#footnote-42) In addition, the legislative history contemplated the Commission’s need for the flexibility to address future technologies that impact the TCPA’s consumer privacy protections from unwanted robocalls.[[41]](#footnote-43) The TCPA also prohibits the use of an “artificial” voice message in calls to a residential or wireless telephone number absent the prior express consent of the called party or a recognized exemption.[[42]](#footnote-44) Is there any reason to conclude that these existing legal authorities do not provide the Commission with sufficient statutory authority to ensure that the use of emerging AI technologies does not erode consumer protections under the TCPA or other consumer protection statutes when used to communicate via robocall or robotexts? Are there consumer education or outreach initiatives that the Commission could conduct to raise awareness of the risks posed by emerging AI technologies including the targeting of elderly and non-English speaking populations?
2. We believe that certain AI technologies such as “voice cloning” appear to fall within the TCPA’s existing prohibition on artificial or prerecorded voice messages because this technology artificially simulates a human voice. We seek comment on whether it is necessary or even possible to determine at this point whether future types of current AI technologies fall within the TCPA’s existing prohibitions on artificial or prerecorded voice messages. As noted above, “voice cloning” and other similar technologies involve emulating human voices for telephone calls to consumers, but such calls may not involve actual direct interaction with a live person. What factors, if any, other than the participation of a live person on the call should we take into consideration in reaching any conclusions? For example, should we consider the extent to which such technology provides the functional equivalent to interacting with a live person? What factors would be included in any such analysis to determine if a particular technology is providing the functional equivalent of an interaction with a live person? Should, or may, we consider the character of the voice clone—*e.g.*, a clone of a call recipient’s personal contact, a public official, a celebrity, etc.—as relevant to our analyses under the TCPA? To what extent does the potential liability for substantial regulatory fines and private rights of action encourage AI user compliance with the TCPA’s consumer protections?[[43]](#footnote-45)
3. Alternatively, as the Commission suggested in the Soundboard ruling, does the TCPA not allow any carve out for functional equivalency of a live person for any technology if the call uses an artificial or prerecorded voice? Should voice alteration technologies that can alter a live speaker’s voice using AI so that it sounds like a different person always constitute an artificial or prerecorded voice under the TCPA? What factors should we consider in that context? For example, are there steps we can take to ensure that important accessibility tools for individuals with disabilities are not negatively impacted? Are there additional steps to take to ensure the accessibility of such automated calls?[[44]](#footnote-46)
4. How would consumers ever realize that they are interacting with an AI generated voice if such technology becomes functionally equivalent to a human? Should the Commission require “digital watermarks” that can indicate whether a voice on a robocall is generated by AI?[[45]](#footnote-47) Could the Commission use its authority under section 227(d)(3), or any other authority, to require the use of such watermarks? Should the Commission require callers that are using AI technologies that emulate a human voice to make that disclosure on the call? We note that the TCPA requires that all artificial or prerecorded voice messages must at the beginning of the message state the identity of the party initiating the call.[[46]](#footnote-48) Should this disclosure include an additional declaration that AI technologies are being used on the call? Similarly, should we require AI-generated robocalls to include a specific contact for complaints about factually false or otherwise unlawful AI-generated communications?[[47]](#footnote-49) Could and should the developers of AI technology and not just the robocallers using that technology be held accountable if their systems are designed to operate in a way that is inconsistent with the TCPA or other related consumer protection statutes, or do not contain adequate safeguards to prevent them from being used in illegal ways?[[48]](#footnote-50) Are there specific issues or measures that we should consider to ensure that the TCPA’s protections afforded to emergency lines including 911 lines, any emergency line of a hospital, medical physician, health care facility, poison control center, or fire protection or law enforcement agency are not undermined by AI technologies?[[49]](#footnote-51)
5. What other steps can we take to identify the root causes of AI-driven robocall or robotext scams? For example, should we solicit information from industry regarding the type of AI technologies used in particular scams, either on a regular basis or in connection with investigations? Should we inquire as to whether the AI technology used was developed for general legal uses, and misused, or whether it was purpose-built for unlawful applications? If the AI technology was developed for general use, were there safeguards in place to ensure it was not misused? If so, how were they disabled? And how best can we share the information that we gather about fraudulent uses of AI within our purview with our sister agencies, who are charged with addressing malicious uses of AI in other contexts?
6. Further to that point, we seek comment on what steps the Commission might take with respect to third parties to further this inquiry. How might we consider ongoing means to stay informed of relevant emerging AI technologies? For example, should we consider a joint effort with other federal and state agencies, universities, and private industry entities to remain informed of emerging AI technologies and related practices that might impact consumer protections from unwanted and illegal robocalls and robotext schemes?[[50]](#footnote-52) What have other federal and state agencies done to address the use of AI systems that might be relevant to this inquiry?[[51]](#footnote-53) Are there ways that the Commission might facilitate voluntary compliance with the TCPA through the cooperation of AI developers to ensure that they are aware of these obligations and can direct their development process in ways that are consistent with the TCPA, and contain safeguards to protect against uses violative of the TCPA?[[52]](#footnote-54) If so, what is the best way to facilitate these voluntary efforts? We seek comment on these and any other next steps that would further the objectives of this inquiry.

# Procedural Matters

1. *Ex Parte Rules*. This proceeding shall be treated as a “permit-but-disclose” proceeding in accordance with the Commission’s *ex parte* rules.[[53]](#footnote-55) Persons making *ex parte* presentations must file a copy of any written presentation or a memorandum summarizing any oral presentation within two business days after the presentation (unless a different deadline applicable to the Sunshine period applies). Persons making oral *ex parte* presentations are reminded that memoranda summarizing the presentation must (1) list all persons attending or otherwise participating in the meeting at which the *ex parte* was made, and (2) summarize all data presented and arguments made during the presentation. If the presentation consisted in whole or in part of the presentation of data or arguments already reflected in the presenter’s written comments, memoranda, or other filing in the proceeding, the presenter may provide citations to such data or arguments in his or her prior comments, memoranda, or other filings (specifying the relevant page and/or paragraph numbers where such data or arguments can be found) in lieu of summarizing them in the memorandum. Documents shown or given to Commission staff during *ex parte* meetings are deemed to be written *ex parte* presentations and must be filed consistent with section 1.1206(b) of the Commission’s rules. In proceedings governed by section 1.49(f) of the Commission’s rules or for which the Commission has made available a method of electronic filing, written *ex parte* presentations and memoranda summarizing oral *ex parte* presentations, and all attachments thereto, must be filed through the electronic comment filing system available for that proceeding, and must be filed in their native format (e.g., .doc, .xml, .ppt, searchable.pdf). Participants in this proceeding should familiarize themselves with the Commission’s *ex parte* rules.
2. *Comment Filing Procedures.* Pursuant to sections 1.415 and 1.419 of the Commission’s rules, 47 CFR §§ 1.415, 1.419, interested parties may file comments and reply comments on or before the dates indicated on the first page of this document. Comments may be filed using the Commission’s Electronic Comment Filing System (ECFS) or by paper. All filings must be addressed to the Commission’s Secretary, Office of the Secretary, Federal Communications Commission.

* Electronic Filers: Comments may be filed electronically by accessing ECFS at <https://www.fcc.gov/ecfs>.
* Paper Filers: Parties who choose to file by paper must file an original and one copy of each filing. Paper filings can be sent by hand or messenger delivery, by commercial overnight courier, or by first-class or overnight U.S. Postal Service mail.
* Effective March 19, 2020, and until further notice, the Commission no longer accepts any hand or messenger delivered filings. This is a temporary measure taken to help protect the health and safety of individuals, and to mitigate the transmission of COVID-19.[[54]](#footnote-56)
* Commercial overnight mail (other than U.S. Postal Service Express Mail and Priority Mail) must be sent to 9050 Junction Drive, Annapolis Junction, MD 20701.
* U.S. Postal Service first-class, Express, and Priority mail must be addressed to 45 L Street NE, Washington, D.C. 20554.

1. *Availability of Documents*. Comments, reply comments, and *ex parte* submissions will be publicly available online via ECFS. These documents will also be available for public inspection during regular business hours in the FCC Reference Information Center, Federal Communications Commission, 45 L Street NE, Washington, D.C. 20554.
2. *People with Disabilities*. To request materials in accessible formats for people with disabilities (braille, large print, electronic files, audio format), send an e-mail to [fcc504@fcc.gov](mailto:fcc504@fcc.gov) or call the Consumer & Governmental Affairs Bureau at 202-418-0530 (voice).
3. *Further Information*. For additional information on this proceeding, contact Richard D. Smith of the Consumer and Governmental Affairs Bureau, at [Richard.Smith@fcc.gov](mailto:Richard.Smith@fcc.gov) or (717) 338-2797.

# Ordering clauses

1. Accordingly, IT IS ORDERED that, pursuant to sections 1-4, 227, and 403 of the Communications Act of 1934, as amended, 47 U.S.C. §§ 151-154, 227, and 403, this Notice of Inquiry IS ADOPTED.

FEDERAL COMMUNICATIONS COMMISSION

Marlene H. Dortch

Secretary

**STATEMENT OF**

**CHAIRWOMAN JESSICA ROSENWORCEL**

Re: *Implications of Artificial Intelligence Technologies on Protecting Consumers from Unwanted Robocalls and Robotexts*, CG Docket No. 23-362, Notice of Inquiry (November 15, 2023)

If Tom Hanks called, I would pick up the phone. If he spoke in a familiar way during that call, I would definitely listen. To be clear, the star of Big and Saving Private Ryan is not dialing me anytime soon. But a video using his voice is on the internet hawking dental plans. None of this is happening with his permission. This is happening because scam artists are playing with artificial intelligence and testing our ability to separate vocal fact from fiction in order to commit fraud.

Now imagine instead a call from a friend or family member. Of course you pick up. But maybe that voice sounds off and something feels wrong. Maybe it is because the individual you think is on the other end of the line is telling you about an imminent emergency and pleading with you to send money. Like the hard sell from Tom Hanks, it is also a scam. Because you are not actually talking to who you think you are, you are speaking with a con artist using artificial intelligence to clone the voice of someone you know.

If this future sounds far off, think again. We see on the internet how fraudsters are already playing with this technology. We know that scam artists want to explore ways to use this technology over the phone.

I recently had the opportunity to sit down with AARP and talk about what the combination of unwanted robocalls and robotexts and artificial intelligence will mean for consumers. I learned about how voice cloning scams are growing and how they can cause special harm for older adults. Imagine, for instance, a grandparent fearing they will get a call from their grandchild, only to learn it was fraudster on the other end of the line, preying on their willingness to forward money to family.

The anxiety about these technology developments is real. Rightfully so. But I think we make a mistake if we only focus on the potential for harm. We need to equally focus on how artificial intelligence can radically improve the tools we have today to block unwanted robocalls and robotexts. We are talking about technology that can see patterns in our network traffic unlike anything we have today. This can lead to the development of analytic tools that are exponentially better at finding fraud before it ever reaches us at home. Used at scale, we can not only stop this junk, we can help restore trust in our networks.

That is why today we are launching an inquiry to ask how artificial intelligence is being used right now to recognize patterns in our network traffic and how they could be used in the future. We know the risks that this technology involves, but we also want to harness the benefits—just like the recently released Executive Order on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence recommends.

That is not to say this will be easy. Like Tom Hanks said as the ragtag coach Jimmy Dugan in A League of Their Own, “the hard . . . is what makes it great.” We have work to do to harness artificial intelligence for good. But I am an optimist and I believe this is possible. So let’s get to it. Let’s see how we can use artificial intelligence to get this junk off the line.

I want to thank the staff responsible for our efforts today, including Jerusha Burnett, Zac Champ, Aaron Garza, Josh Mendelsohn, Michael Scott, Suzy Rosen Singleton, Richard Smith, Mark Stone, Kristi Thornton, and George Phelan from the Consumer and Governmental Affairs Bureau; Kristi Thompson from the Enforcement Bureau; Richard Mallen, Marcus Maher, Michele Ellison, Jeff Steinberg, Royce Sherlock, and Wade Lindsay from the Office of General Counsel; Michelle Schaefer and Andrew Wise from the Office of Economics and Analytics; Martin Doczkat and Dana Shaffer from the Office of Engineering and Technology; Michael Antonino, Maureen Bizhko, Kenneth Carlberg, Shawn Cochran, Gerald English, John Evanoff, David Furth, David Sieradzki, Austin Randazzo, and James Wiley from the Public Safety and Homeland Security Bureau; Jonathan Lechter from the Wireline Competition Bureau; and Arpan Sura and Paul Powell from the Wireless Telecommunications Bureau.

**STATEMENT OF   
COMMISSIONER GEOFFREY STARKS**

Re: *Implications of Artificial Intelligence Technologies on Protecting Consumers from Unwanted Robocalls and Robotexts*, CG Docket No. 23-362, Notice of Inquiry (November 15, 2023)

Over the last few months, I’ve been proud to see our government convene quickly and effectively to explore the implications of artificial intelligence (“AI”). Congress is deeply engaged on this issue, convening hearings and introducing bills on the implications of AI for sectors from healthcare to homeland security. The White House is as well, with President Biden issuing a landmark executive order (“EO”) aimed at seizing the promise and managing the risks of AI for the American people. Our miliary is engaged. Our scientists are engaged. And so are our agencies.

This intersectionality is critical. Because while the future of AI remains uncertain, one thing is clear: it has the potential to impact, if not transform, nearly every aspect of American life. Because of that potential, each part of our government bears a responsibility to better understand the risks and opportunities presented within its mandate, while being mindful of the limits of its experience and its authority. And in this era of rapid technological change, we must collaborate, lending our learnings and sharing our expertise across agencies to better serve our citizens and consumers.

That is what the Biden EO charges us with doing, and what the Chairwoman has done by circulating the item before us today.

Specifically, the EO charges the FCC with examining the impact of AI on unwanted robocalls and robotexts. As the EO – and today’s notice of inquiry (“NOI”) – acknowledges, AI holds both promise and risk when it comes to our ongoing efforts against spam calls. AI technologies can be leveraged to block unwanted robocalls and robotexts. In fact, wireless carriers use various algorithms for this purpose today, and we ask them for more information about that usage in the NOI. But AI can also facilitate or exacerbate spam – and scam – calls.

The clearest example of this to date is voice cloning – generative AI technology that uses a recording of a human voice to generate speech sounding like that voice. In one recent news story, a mom in Arizona believes bad actors cloned her daughter’s voice in what was ultimately a fake kidnapping phone scam.[[55]](#footnote-57) White House Deputy Chief of Staff Bruce Reed, charged with developing the administration’s AI strategy, says “[v]oice cloning is one thing that keeps me up at night.”[[56]](#footnote-58) The NOI asks about the frequency and impact of voice cloning in robotexts and robocalls, and how the Commission might address it, such as by verifying the authenticity of legitimately-generated AI voice or text content from trusted sources.

Of course, voice cloning is an already-known issue, and one that falls within our existing statutory authority (i.e., the Telephone Consumer Protection Act’s (“TCPA”) prohibition on calls using artificial or prerecorded voices without consent).[[57]](#footnote-59) AI is a powerful, and evolving, technology. We do not know all of the issues that it may trigger – or all the benefits it may hold. So this item seeks to explore and find out. It poses some questions that will be best answered by our regulatees, such as whether AI technology can be used to reduce burdens associated with TCPA compliance measures, and how AI can work effectively within telecommunications relay services. But it also seeks information from AI developers and others who may be less familiar with our regulations, yet may still find themselves within them. For example, the NOI asks how the FCC might cooperate with AI developers to ensure they are aware of the TCPA’s obligations so they can develop their products in ways consistent with the statute, and with safeguards in place to protect against bad actors using their products in ways violative of the TCPA.

I want to thank my colleagues for agreeing to my additions to the item. At a time when scammers can use tools like WormGPT and FraudGPT to facilitate their crimes,[[58]](#footnote-60) it is critical that the FCC use its enforcement authority to identify what we can about the root causes of AI-driven robocall and robotext scams, and share that information with our sister agencies charged with addressing malicious uses of AI within their domains. Under the Chairwoman’s leadership, our anti-robocall work has been characterized by coordination and cooperation, including with state attorneys general and the Industry Traceback Group. I see this collaboration as following in that same vein, and hope it will be similarly successful.

I also want to thank the FCC staff who worked on this item – you are a key part of this whole-of-government effort around AI, and this item has my full support.
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